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❑ Embedding-based methods achieve competitive performance and support 
efficient retrieval. However…
Ø Popular items' embedding magnitude grows faster than unpopular ones, 

which causes excessive contribution to model training and undesirable 
higher scores due to the potential aggravation of popularity bias from free-
varying magnitude.

Ø The highly diverse magnitude prevents model convergence, even with a 
proper regularizer, as shown by visual analysis indicating that item 
embeddings continue to rise instead of converging after numerous epochs.

Background and Motivation
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❑ Necessity of Normalization
Ø Theoretical Analysis

Analyses over Embedding Normalization
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❑ Necessity of Normalization
Ø Empirical Analysis
ü Free-varying magnitude aggravates 

popularity bias.
popular items are prone to obtain higher scores 
as the magnitude directly contributes to model 
prediction.

ü Free-varying magnitude hurts 
convergence

The predicted scores and embedding magnitude 
of unnormalized methods are still in a state of 
rising rather than convergence while the 
performance drop consistently 

Analyses over Embedding Normalization
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❑ Necessity of Normalization
Ø Empirical Analysis

Analyses over Embedding Normalization

üNormalization boosts performance.
The model with both-side normalization (i.e., Y-Y) remarkably 
outperforms the model with one-side normalization (i.e., Y-N or N-Y); 
and they both surpass the model without normalization (N-N).
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❑ Limitation of Normalization

Ø The performance is highly sensitive to 𝜏

Ø Different datasets require rather different 𝜏

Analyses over Embedding Normalization
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❑ Roles of Temperature

Ø Avoiding gradient vanishment. 

Too large or too small 𝜏 would cause gradient vanishment.

Ø Hard-mining [1].
Too small 𝜏 would amplify the disparity and focus on hard negative samples.

Analyses over Embedding Normalization

[1] Feng Wang and Huaping Liu. 2021. Understanding the behaviour of contrastive loss. CVPR
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PROPOSED METHOD

❑ To adaptively and automatically modulate the embedding magnitude, we 

propose two principles:
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PROPOSED METHOD

❑ Adap-𝜏! : Towards Adaptive Temperature
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PROPOSED METHOD

We introduce personalized temperatures 𝜏! for each user and leverage a Superloss [2] to 
supervise their learning.

In fact, we have a closed-form solution

❑ Adap-𝜏 : Towards Adaptive Fine-grained Temperature

[2] Thibault Castells, Philippe Weinzaepfel, and Jerome Revaud. 2020. SuperLoss: A Generic Loss for Robust 
Curriculum Learning. In NeurIPS.
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Experiments

❑ How does Adap-𝜏 perform compared with other strategies?

❑ Does our Adap-𝜏 adapt to different datasets and users?

❑ How does the model equipped with embedding normalization and adaptive 𝜏

perform compared with state-of-the-art in terms of both accuracy and 

efficiency?
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Experiments
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Summary

❑ Embedding normalization is crucial in RS

Ø We verify it from theoretical and empirical analysis

Ø High sensitive to the Temperature limits its potential

❑ We provide two principles to guide the adaptive learning of 𝜏

Ø We verify it with different backbones in numerous dataset


